Continuously Available Hle Shares ( CAFS)

Continuously Available Fle Shares (CAFS) is ani nportant new
technol ogy in W ndows Server 2012. A its basic level, Server
2012s CAFS feature takes Wndows file sharing capabilities
and scales them using a Server 2012 cluster. CAFS takes
advantage of new Server Mssage Hock (SMB) 3 0 capabilities
toincrease the availability of Windows Server file shares used
for docunent storage and application support. Sone of the new
SMB 3.0 features that enable CAFS include SMB Scale- Qut,
SMB Drect, and SMB Miltichannel.

The CAFS feature addresses problens that occurred in earlier
i nplenentations of highly available file servers on Wndows
Server failover clusters. Prevous i nplenentations provided
high availability for file shares but were hanpered by brief
periods of downtine and a nonentary loss of connectivity in
the event of a failover. Such brief outages were usually
acceptable for M crosoft (Ffice-type applications that perform
frequent file opens and closes, because these apps could
reconnect and save changes after the failover conpleted
Ho wever, these sane outages wererit acceptabl e for applications
like Hyper- Vor SQL Server, which hol dfiles open for extended
periods of ti ne, and outages wouldresult indataloss. Beforethe
advent of Server 2012, Microsoft ddrit support these types of
server installations on file shares. Rrovidng application support
was one of Mlcrosoft's pri mary design points for CAFS. Wiile
you can use CAFS for si nple client file sharing CAFSisreally
targeted at supporting server applications. CAFS gives you the
ability totake advantage of Wndows Server's low cost storage
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capabilities for mssion-critical applications. CAFS prowvides
conti nuous access to file shares with al nost zero downti ne.

Choose an | nple nentation
There are essertiallytwo ways toi nplenent CAFS.

. Ceneral Purpose Fle Server-—Very much like the highly
availabl e file server support in W ndows Server 2008 R2,
the CAFS general use file server i nplenentation allows a
file share to be supported on a failover cluster. CAFS
inproves the availability and perfornmance of this
I nplenentation withthe new higher perfor mance SVMB 3.0
client access.

. Scale-Qut Hle Server—The scale-out file server
I nplenentation is the new CAFS option for supporting
applications like Hyper-V and SQL Server wth no
downti ne. Thisimplenentationis li mtedto four servers.

You can see anoverview of the CAFS architecturein Fgure 1
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Hgure 1 Overview of Continuously Available Hle Shares
Architecture

One of the key technol ogies that enable CAFS is Server 2012 s
support for SMB Transparent Failover. SMB Transparent
Fail over lets file server services fail over toa backup node inthe
cluster so that applications wth open files on the file server
won't see an interruption in connectivity. CAFS addresses bath
planned naintenance and unplanned failures wth zero
application downti ne.

Meet the Require nents



Because CAFS uses the SIMB 3.0 features in Server 2012 the
Server 2012 operating systemis a definiterequire nent. CAFSis
supported on boththe Server 2012 Sandard and Server 2012
Datacenter editions. CAFS is not supported onthe Essentials or
Foundation editions.

In addition, CAFS requires a Server 2012 failover cluster. This
means you nust have a mni num of atwo-node Server 2012
cluster. Server 2012 fail over clusters support a maxi mum of 64
nodes. You can find step-by-step instructions on setting a Server
2012 failover cluster in ny artide " Wndows Server 2012
Buildng a Two- Node Failover d uster." You also can watch a
short video in which | describe the process of buildng a t wo-
node Server 2012 Failover Q uster.

In addition to the cluster itself, the file server rae nust be
installed on all cluster nodes. The clustered file server must be
configured wth one or nore file shares that use the new
continuously available setting | provide nore details about
creating and configuring conti nuously availabl e file shares later
inthis artide.

For a two-node failover cluster, the cluster storage requires a
m ni mum of two separate volumes (LUNs). One volune stores
the shared files. This volune should be configured as a cl uster
shared volune (CSV). The other volune wll function as the
cluster wtness disk Mbst i nplenmentations use more vol unes.

It's also recommended that you design your net work sothere are
multiple pathways bet ween nodes. This prevents the net work
frombecomng a single point of failure. Wing net work adapter
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teamng and nultige swtches and/ or redundant routers can add
resiliency to your net wor k confi gurati on

Hnally, the SMB client conputers nust be running Wndows 8
cliet o Server 2012 to take advantage of the new SNVB
Transparent Failover capability. Wien an SMB 3.0 client
connectstoa CAFS, the SMB client natifies the wtness service
onthe cluster. The cluster picks a node to be the witness for this
S MB connection. The wtness node is responsibe for swtching
the client to the new host in the case of an irterruption of
service, wthout requiringthe client to wait for TCP ti neouts.

Create a Gneral Purpose CAFS

To configure a CAFS, open the Failover Quster Mnager on
any of the nodes inthe cluster. Then clickthe Roles node inthe
navi gation pane. This displays existing raes inthe Roles pane,
as shown inthe center of Fgure 2
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Houre 2 Failover Quster Minager

The cluster can support

multipge rdes and provide high

availability capabilities to all of them FHgure 2 shows an
existing highlyavailable virtual machine (VM. To create a new

general purpose

click the Configure Role

link

highlightedinthe Actions pane. This startsthe High Availability

W zard shown in Agure 3
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High Availability Wizard

3%1 Select Role
I
e

Before You Begin

Select the role that you want to configure for high availability:

File Server Ty s ot
e e 7 DFS Namespace Server A | Description:
Client Access Point ) DHCP Server ‘ | AFile Server provides a central
Select Storage MWW location on your network where files
Triesenr el Lo Tl
Confirmation - heiindni | | apphications. For more information,
_ ; ~=stGenadc Application ———t=11"5e€ File Server Options for Failover
Configure High /| Generic Script Clusters.
Availability e
& Generic Service
Summary = Hyper-V Replica Broker
-iSCS| Tarqet Server N
More about roles that you can configure for high availability
| < Previous | | Next > | | Cancel

Houre 3 Addingthe Hle Server Role

Scrall through the list of rdes until you see the file server rde.
The file server rol e supports bath the general purpose and scal e-
out applicationtypes of CAFS Select Hle Server and then click
Next toselect the type of CAFS whichis dsplayed onthe next
screen, as Hgure 4 shows.
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%= File Server Type
LR

g

Before You Begin Select an option for a clustered file server:

Select Role (® File Serverfor general use

File Server Type Use this option to provide a central location on your network for users to share files or for server

= applications that open and close files frequently. This option supports both the Server Message Block
Client Access Foint {SMB) and Network File System (NFS) protocols. It also supports Data Deduplication, File Server
Select Storade Resource Manager, DFS Replication, and other File Services role services.

Confimation

n () Scale-Out File Server for application data

Configure High

Availability Use this option to provide storage for server applications or virtual machines that leave files open for
extended periods of time. Scale-Out File Server client connections are distributed across nodes in the
cluster for better throughput. This option supports the SMB protocol. It does not support the NFS
protocol, Data Deduplication, DFS Replication, or File Server Resource Manager.

Summary

More about clustered file server options

| < Previous H Next > ] | Cancel ]

& High Availability Wizard | x|

Houre 4. Selecting the Hle Server Type to (Qreate a General
Purpose Hle Server

The Hle Server Type dialog box lets you choose bet ween
creating a FHle Server for general use or a Scale-Out Hle Server
for application data The general use option can be used for bath
W ndows S MB-based file shares and NFS-based file shares. The
general purpose CAFS also supports data deduplication DFS
replication and data encryption dick Next to continue creating
the general purpose CAFS. Thisdisplaysthe dient Access Poirnt
dialog box that Hgure 5shows.
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& High Availability Wizard

1% Client Access Point

Before You Beain Type the name that clients will use when accessing this clustered role:

lect Rol
ST N CAFSGen

File Server Type

_ The NetBIOS name is limited to 15 characters. One or more IPv4 addresses could not be configured
) automatically. For each network to be used, make sure the network is selected, and then type an
address.

Networks Address
192.168.100.0/24 192 . 13 . 100 . 17 |
umma
| < Previous ]] Next > | | Cancel

Houre 5 Qient Access Point for Gneral Purpose Hle Server

To create a new general purpose CAFS you nust provide a
server nane that dients wll use when they access the CAFS
This nane will be registeredinyour DNS, and clierts wll use it
like a server name. In addition the general purpose CAFS also
needs an I P address. In Hgure 51 nanedthe service CAFS- (en
(for general purpose CAFS) and gave it a static |P address of
192 168 100.177. Qicking Next lets you select the cluster
storage for the CAFS.

The Select Sorage dialog box that Fgure 6 shows lets you
select the storage for the general purpose CAFS. The storage
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must be available tothe cluster. In other words, it nust be listed
under the cluster's storage node and designated as available
storage. You cannot use preassigned CS\s for your general
purpose CAFS

&) High Availability Wizard

1% Select Storage

A
e

Before You Begin Select only the storage volumes that you want to assign to this clustered role.
You can assign additional storage to this clustered role after you complete this wizard.
Select Role
File Server Type
4 Name Status
Client Access Point O ® & Cluster Disk 2 (#) Online

¢ Cluster Disk 5 (#) Online
O ® &5 Cluster Disk 6 (#) Online

Confimation

Configure High
Availability

Summary

| < Previous ]] Next > | | Cancel

Hgure 6 The Select Sorage Dalog Box

There are three disks that | could have used for this exanple,
and | selected Cluster Dsk 5 because | had previously all ocated
this storage to the CAFS (Fgure 6). However, you can select
any of the available cluster disks. dicking Next displays the
Confir nation screen A this point you can either confir myour
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selections or go back through the Hgh Availablity W?zard
dialog boxes and nake changes. If everything is OK clicking
Next on the Confir nation screen displays the Configure Hgh
Availability dialog box, which shows the progress of the CAFS
configuration process. Wienit'sconplete, a Summary screenis
displayed dicking Anish on the Summary screen closes the
H gh Availability Wzard and returns youtothe Failover d uster
VB nager.

After creating the CAFS role the next step is to create a
continuously available file share that uses that rde. Hgure 7
shows that the CAFS- Gen rde is actively running and that it
uses the file server rde. To add a new continuously available
file share, select the Add FHle Sharelinkinthe Actions pane that
you see on the right side of Hgure 7. This displays a Task
Progress dial og box that shows the progress of retrieving server
infor mation Upon conpl etion the New Share Wizard displays.
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Houre 7. Adding a Hle Share

The New Share Wozard begins by asking what type of CAFS
you want tocreate. You can choosetocreate either SMB or NFS
types of CAFS The SMB Share-— Quick option creates a general
purpose CAFS. The SNMVB Share-—Applications option creates a
highly availabl e application share for applications like Hyper-V
or SQL Server. | cover howto create a scale-ouu CAFS for
applications later in this artide To create a general purpose
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CAFS select the SMB Share—— Quick option at the top of the list,
as Agure 8 shows, andthen click Next. The New Share W?zard
displays the Share Location dalog box that A gure 9 shows.

B

Select the profile for this share

File share profile:

Select Profile

Description:

Share Location | SMB Share - Quick

This basic profile represents the fastest way to creats

SMB Share - Advanced
SMB Share - Applications
NFS Share - Quick

NFS Share - Advanced

SMB file share, typically used to share files with
Windows-based computers.

* Suitable for general file sharing
* Advanced options can be configured later by
using the Properties dialog

1 < Previous H Next > | ‘ Create ‘ | Canc:

gure 8 Selecting a Profile for a Gneral Purpose Hle Server
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—

= New Share Wizard ==

Select the server and path for this share

Select Profile Server:
Share Location Server Name Status Cluster Role Owner Node
CAFS-Gen Online File Server

Share Name

Share location:

(® Select by volume:

Volume Free Space Capacity File System
G: 199GB 200GB NTFS

The location of the file share will be a new folder in the \Shares directory on the selected
volume,

() Type a custom path:

| < Previous ] ’ Next > ] Create Canc:

Hogure 9 Share Location for General Purpose Hle Server

The nanme of the CAFS roe is displayed inthe Server Nane
box. Hgure 9 shows the nanme of the CAFS-Gen rde that |
created earlier with a status of Online. You can select the
| ocation of the share using the options inthe battomhalf of the
screen Inthis exanplethe Gdrive was selected by default (see
Hgure 9). If you want to use a different drive, you can nmanually
enter the alternative pathinthe Type a custom path text box at
the battomof the screen Inthisexanple | stuck withthe default
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G drive and clicked Next to displaythe Share Name dial og box

shown in Fgure 10.

= New Share Wizard |-l
Specity share name
Select Profile Share name: CAFS-Gen
Share Location
Share description:
Other Settings
Local path to share:
G:\Shares\CAFS-Gen
© if the folder does not exist, the folder is created.
Remote path to share:
\\CAFS-Gen\CAFS-Gen
| < Previous | ’ Next > ‘ Canc

Hgure 10 Share Nune for General Purpose Hle Server

The Share Nane dalog box lets you provide a nanme for the file
share. For si nplidty, | used the sane nane for the general
purpose CAFS that | used for the servicee CAFS-(Gn, but that
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isit necessary. You can nane the share any valid SMB nane. In
the center of the screen you also can see the local and renote
paths to the CAFS The local path for this exanple is
G\ Shares\ CAFS- Gn. The share wll be accessed by net wor ked
systens using the path \\ CAFS-gen\ CAFS- Gen. dicking Next
displays the Configure share settings dialog box shown in
Hgure 11

@ New Share Wizard |=|=

Configure share settings

[ ] Enable access-based enumeration

Select Profile
Share Location Access-based enumeration displays only the files and folders that a user has permissions to
e access. If a user does not have Read (or equivalent) permissions for a folder, Windows hide:
Share Name folder from the user's view.
Other Settings [v] Enable continuous availability

Permissions Continuous availability features track file operations on a highly available file share so that

clients can fail over to another node of the cluster without interruption.
Learn more about Services for Continuously Available File Shares
Allow caching of share

Caching makes the contents of the share available to offline users. If the BranchCache for
Network Files role service is installed, you can enable BranchCache on the share.

ranchCache on the file share

m
o

Enabl
BranchCache enables computers in a branch office to cache files downloaded from this
share, and then allows the files to be securely available to other computers in the branct

Learn more about configuring SMB cache settings

[_] Encrypt data access

When enabled, remote file access to this share will be encrypted. This secures the data agai
unauthorized access while the data is transferred to and from the share. If this box is checke
and grayed out, an administrator has turned on encryption for the entire server.

< Previous | | Next > Create Canc
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Hgure 11 Configuring Share Settings for the General Purpose
Hle Server

The Configure share settings dialog box lets you contrd how
the share wll be treated by the server. The Enable continuous
availability check box is required to nake the file share
continuously available. This setting is checked by default. The
Enabl e access-based enuneration setting contras whet her users
without per mssions can viewfiles and fo ders. This settingisrit
checked by default. The Allow caching of share setting enabl es
the contents of the share to be available to offline users via
BranchCache. Finally, the Encrypt data access setting secures
renvte file access by encrypting the datatransferredto and from
the share. This setting is unchecked by default. dicking Next
displays the Permi ssions dal og box shown in Fgure 12
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~ New Share Wizard [=[a
Specify permissions to control access

Permissions to access the files on a share are set using a combination of folder permissicns, sh

hare Location permissions, and, optionally, a central access policy.
Share Name Share permissions: Everyone Full Control
Other Settings Folder permissions:
Type Principal Access Applies To

Confirmation Allow BUILTIN\Users Special This folder and subfolders
Allow BUILTIN\Users Read & execute This folder, subfolders, and files
Allow CREATOR OWNER Full Control Subfolders and files only
Allow NT AUTHORITYASYSTEM  Full Control This folder, subfolders, and files
Allow BUILTINVAdministrators  Full Control This folder, subfolders, and files
Allow BUILTINVAdministrators ~ Full Control This folder only

Customize permissions...

| < Previous ] ’ Next > ] Create Canc:

Hgure 12 Specifying Per mssions for the General Purpose Fle
Ser ver

By default, the CAFS is created wth Full Control giventothe
Everyone group. Youll probably want to change this for nost
I nplenentations. | accepted the default per mssions in this
exanple. Qicking Next displays the Confir nation dialog box
where you can viewa summary of the choices you nade inthe
prevous New Share Wzard dialog boxes. You can click
Previous to go back and change any of the settings. dicking
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Qreate on the Confir nation dialog box creates the CAFS and
sets the per mssions for the share Ater the CAFS share has
been created you can access it like any ather file share. Agure
13 de nonstrates howto access the share by entering the \\cafs-
gen\ CAFS- Gen server and share nane into Wndows Expl orer.
At this point you can popul ate the share wth docunents or a her
types of files that woul d benefit fromthe availahility of a CAFS

SRl A CAFS-Gen

“ Home Share View v
(€ v || pal\\cafs-gen\CAFS-Gen V| ¢ ‘
. MS Hyper-V VMs Gy Name 2 Da

. PerfLogs

Program Files

Search CAFS-Gen )

|| New Text Document 3/

Program Files (x86)

v v v v

StorageReports
temp
TempEl4

P 1) Users

P, Windows
P 1) Windows.old
P

wmpub

4 €3 Network
b M cafs-gen

b o8& MIKEO4

> M OR-PORT-VDCO1

P 1M tsclient

P

[

N WS2012-N1
1M WS2012-N2

1 item
Hgure 13 Accessingthe CAFS by Its Net work Path
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Create a Scale-Out CAFS

The prinmary purpose behind CAFS is to provide high
availahility to applications that store data on file shares. Inthe
past, Microsoft ddit provide this kind of support for
applications such as SQL Server that store their database on file
shares. That changed wth the release of Server 2012 and its
support for the CAFS feature. Scale-out CAFS is i nplenented
differently than general purpose CAFS. However, you use the
sane Hgh Availability Wzardto createthe scale-out option To
create a new CAFS for scale-out application support, select the
Configure Role linkinthe Actions pane of the Failover d uster
Manager as denmonstrated in FHgure 2 Then onthe Select Role
dialog box select the Hle Server rde as shown in Hgure 3
These first two steps are the sane as for creating a general
purpose CAFS However, onthe Hle Server Type dialog box,
select the Scale-Out Fle Server for application data option as
shownin Hgure 14
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J High Availability Wizard .

{‘;QI :!-

1% File Server Type

A

Before You Begin Select an option for a clustered file server:

Select Role () File Serverfor general use

IUse this option to provide a central location on your network for users to share files or for server
TS . applications that open and close files frequently. This option supports both the Server Message Block
Client Access Point {SMB) and Network File System (NFS) protocols. It also supports Data Deduplication, File Server
Resource Manager, DFS Replication, and other File Services role services.

Confimation

Configure High

Availability ® Scale-Out File Server for application data

Summary IUse this option to provide storage for server applications or vitual machines that leave files open for

extended periods of time. Scale-Out File Server client connections are distributed across nodes in the
cluster for better throughput. This option supports the SMB protocol. It does not support the NFS
protocol, Data Deduplication, DFS Replication, or File Server Resource Manager.

More about clustered file server options

| < Previous H Next > | | Cancel ]

Hgure 14 Selectingthe Hle Server Typeto Geate a Scale- Qut
Hle Server

The scale-out file server optionis designed for applications that
leave their files open for extended periods of tine. dicking
Next displays the dient Access Point dalog box shown in
Hgure 15 The dient Access Point dial og box lets you nane the
CAFS roe | christened the Scale- Qut CAFS wth the nane
CAFS- Apps (see Hgure 15). Thisisthe server nane that client
applications use when they access the share. dicking Next
displays the Confir mation screen, which lets you confir myour
selections or go back through the Hgh Availability Wzard
dial og boxes and make changes. If everythingis OK click Next
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on the Confirmation screen to display the Configure Hgh
Availability dalog box, which shows the progress of the CAFS
configuration process. Wienit'sconplete a Summary screenis
displayed dicking Anish on the Sumnmary screen closes the
H gh Availability Wzard and returns youtothe Failover Q uster
Mienager.

& High Availability Wizard

1% Client Access Point

Before You Beain Type the name that clients will use when accessing this clustered role:

Select Role
Name: | CAFS-Apps|

File Server Type

'0 The NetBIOS name is limited to 15 characters. All networks were configured automatically.

|=shility
=1e]1[18"

I < Previous ]] Next > | [ Cancel

Haure 15 dient Access Point for Scale- Qut Hle Server

The next step is to add a file share to the CAFS scale-out
application server. To create a newfile share for the CAFSrole,
select the Add Fle Share link fromthe Actions pane, as| didfor
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the general purpose fileshareinFHgure 7. Qickingthe Add Hle
Share link for the scale-out CAFS startsthe New Share Wzard

shown in Hgure 16.

@ New Share Wizard ILIE

Select the profile for this share

Select Profile File share profile: Description:
This profile creates an SMB file share with settings

Share Location SMB Share - Quick
1 7 -\ i :
SNIB Shaps= Athranced appropnatg for Hyper-V, certain databases, and oth:
server applications.

SMB Share - Applications
NFS Share - Quick
NFS Share - Advanced

Hgure 16. Selecting Profile for Scale- Ot Fle Server

To create a scale-out CAFS on the Select Profile dalog box,
highlight the SMB Share-—Applicaions option fromthe Hle
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share profile list and then click Next to display the Share
Location dialog box shown in Figure 17. The Server box near
the top of the dialog box lists two CAFS file servers that were
previously created To addthe CAFStothe scale-out application
file server, select the CAFS- APPS file server that shows Scale-
Out Hle Serverinthe Quster Role colum. Then select the CSV
on which you want the CAFS share created

= New Share Wizard |=|2

Select the server and path for this share

Select Profile Server:
Server Name Status Cluster Role Cwner Node
ShareKisme CAFS-APPS Cnline Scale-Out File...
CAFS-GEN Online File Server

Share location:

(® Select by volume:

Volume Free Space Capacity File System
C:\ClusterStorage\Volume1 227GB  375GB CSVFS
C\ClusterStorage\Volume2 752MB  7.86GB CSVFS

The location of the file share will be a new folder in the \Shares directory on the selected
volume,

() Type a custom path:

| <Previousl ’ Next > l Create Canc
Hgure 17. Share Location for Scale- Qut Fle Server
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This exanple has two exsting CSV\s. | selected
C\ QusterSorage\ Vol unel as the location for the newscal e- out
CAFS You also can enter a custompathto another CS\, After
selectingthe CSV, click Next to display the Share Nane screen
shownin Hgure 18.

—

@ New Share Wizard

Specify share name

Select Profile Shapename HyperV-CAFY

-

Share Location

Share description:

Mrbhar Ca=-i .
Other SeTINgs

Local path to share:

C:\ClusterStorage\Volume1\Shares\HyperV-CAFS
0 If the folder does not exist, the folder is created.

Remote path to share:
\\CAFS-APPS\HyperV-CAFS

| < Previous | ’ Next > Create

Hgure 18 Share NMane for Scale-Out Hle Server
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The Share Name dialog box enables youto provide a nane for
the file share. | used the nane Hyper \A CAFS for the scale-out
application CAFS (see Hgure 18). Inthe center of the screen
you also can see the local and renote paths to the CAFS. The
| ocal path for this exanple IS
C\ Quster S orage\ Vol unel\ Shares\ Hyper M CAFS.  The share
w Il be accessed by net worked systens using the path \\cafs-
apps\ Hyper \A CAFS. dicking Next displays the Configure
share settings dial og box shown in A gure 19
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= New Share Wizard ILIE

Configure share settings

Select Profile Enable access-based enumeration

= : Access-based enumeration displays only the files and folders that a user has permissions to

Share Location 5 2 % 2 g
access. If a user does not have Read (or equivalent) permissions for a folder, Windows hide:

Share Name folder from the user's view.

Other Settings v| Enable continuous availabilit

Permissions Continuous availability features track file operations on a highly available file share so that

clients can fail over to another node of the cluster without interruption.
Learn more about Services for Continuously Available File Shares

AHOW Calhn G Q1 Shaic

Caching makes the contents of the share available to offline users. If the BranchCache for
Network Files role service is installed, you can enable BranchCache on the share.

Enable BranchCache on the file share

BranchCache enables computers in a branch office to cache files downloaded from this
share, and then allows the files to be securely available to other computers in the branct

Learn more about configuring SMB cache settings

[] Encrypt data access

When enabled, remote file access to this share will be encrypted. This secures the data agai
unauthorized access while the data is transferred to and from the share. If this box is checke
and grayed out, an administrator has turned on encryption for the entire server.

| <Previous] ’ Next > I Create Cance

Houre 19 Configuring Share Settings for the Scale- Qut Hle
Ser ver

When you create a scale-out CAFS, the Enable continuous
avail ability setting is checked by default. In addition the Enable
access-based enuneration and Allow caching of share settings
are disabled You cannat select them The only ather optional
setting that you can choose isthe Encrypt data access setting |
kept the default settings (see Fgure 19). dicking Next displays
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the Specify permssions to contra access dialog box shown in
H gure 20

= New Share Wizard |=]=

Specify permissions to control access

clact Profile If this share will be used for Hyper-V, you may need to enable constrained delegation to enabl
remote management of the Hyper-V host.

w

v

hare Location s % AR 2P
For more information refer to the constrained validation help topic.

v

nare Name

m

@]

ther Settinos Permissions to access the files on a share are set using a combination of folder permissions, sh

= permissions, and, optionally, a central access policy.
Permissions

R ; Share permissions: Everyone Full Control
Confirmation

Folder permissions:

Type Principal Access Applies To
Allow BUILTIN\Users Special This folder and subf
Allow BUILTIN\Users Read & execute This folder, subfolde
Allow CREATOR OWNER Full Control Subfolders and files
Allow NT AUTHORITY\SYSTEM Full Control This folder, subfolde
Allow BUILTINVAdministrators Full Control This folder, subfolde
Allow NT VIRTUAL MACHINE\Virtual Machines Special Subfolders only
Allow NT VIRTUAL MACHINE\Virtual Machines Special This folder only

< | "

Customize permissions... l

| < Previous | l Next > I Create Canc
Hgure 20: Specifying Per missions for the Scale- Out Fle Server

Li ke the general purpose CAFS the scale-out CAFS is created
with Full Control given to the Everyone group, which youll
probabl y want to change. | acceptedthe default per mssions and
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clicked Next, which displays the Confir mation dial og box where
you can see a summary of the choices that you nade in the
prevous New Share Wzard dialog boxes. You can click
Previous to go back and change any of the settings. dicking
Qreate on the Confir nation dialog box creates the scale-out
CAFS and sets its per mssions. After the shareis created it can
be accessed locally from
C\ Quster S orage\ Vol unel\ Shares\ Hyper A CAFS or renotely
from\\cafs-apps\Hyper \A CAFS. The new CAFSis visibleinthe
CSV nmount point (Hgure 21). A this poirt you can popul atethe
share wth Hyper-V VM, SQL Server data, and log files or
ot her types of application data

29


http://windowsitpro.com/site-files/windowsitpro.com/files/uploads/2013/03/Otey%20WIN2731%20Fig21.jpg

5

Recycle Bin

R Failover Cluster Manager

File Action View Help

o 2[E B

34 Failover Cluster Manager 3 Roles (3) Actions
Windows 4 r;‘;i WS2012-CLOY.contoso.com) [ Roles
=% Roles N
oy &5 Confi R
- ?odes Name Status Type Owner Node Pel e
:' ‘:; h::;:gofh 3. CAFS-Apps #) Running ScaleOut File Server  WS2012-N1 P Virtual Mact
p 2 - e v—- 5 el
1] Cluster Events v CAFSGen (#) Running File Server WS2012-N2 | TS Create Empt
s | : Libraries [STolEN] 1| v
Home Share View (7] & Refresh
| Help
T | /# » Libraries v & Search Libraries »p
K .’. Local Disk (C:) A = ~ Clmsu”ag
4 |, ClusterStorage = D°f‘_"vm°ms &K Stop Sharing
4 & Volumel e == 0 Refresh
Cluster - ‘,5) Music | Properties
b . OpenSUSE \d/ = Help
v ORPORTVM-XENController )
OD Catalog OD Host-baseDisk L P.i?h:fe'. | —
4.y Shares P -lorary v node
HyperV-CAFS ) - ]
T T SCZO0EREEE ~ i ey g
=y — = Ry |
w—
J HyperV-CAFS C:\ClusterStorage'\Volume 1. SMB Yes z

e ) el
Hgure 21: Accessingthe CAFS Share Locally

|

30


http://windowsitpro.com/site-files/windowsitpro.com/files/uploads/2013/03/Otey%20WIN2731%20Fig21.jpg
http://windowsitpro.com/site-files/windowsitpro.com/files/uploads/2013/03/Otey%20WIN2731%20Fig21.jpg
http://windowsitpro.com/site-files/windowsitpro.com/files/uploads/2013/03/Otey WIN2731 Fig21.jpg

